Theory Dec. (2014) 76:297-315
DOI 10.1007/s11238-013-9375-2

If nudge cannot be applied: a litmus test of the readers’
stance on paternalism

Chen Li - Zhihua Li . Peter P. Wakker

Published online: 17 May 2013
© Springer Science+Business Media New York 2013

Abstract A central question in many debates on paternalism is whether a decision
analyst can ever go against the stated preference of a client, even if merely intending
to improve the decisions for the client. Using four gedanken-experiments, this paper
shows that this central question, so cleverly and aptly avoided by libertarian paternal-
ism (nudge), cannot always be avoided. The four thought experiments, while purely
hypothetical, serve to raise and specify the critical arguments in a maximally clear and
pure manner. The first purpose of the paper is, accordingly, to provide a litmus test
on the readers’ stance on paternalism. We thus also survey and organize the various
stances in the literature. The secondary purpose of this paper is to argue that paternal-
ism cannot always be avoided and consumer sovereignty cannot always be respected.
However, this argument will remain controversial.

Keywords Nudge - Libertarian paternalism - Debiasing - Standard gamble - Choice
inconsistency

1 Introduction

Descriptive models in behavioral economics were devised to capture empirical devia-
tions from classical decision principles. Studying these descriptive models helps us to
better understand certain empirical patterns of inconsistencies and/or biases of human
behavior in decision-making. Furthermore, taking the classical principles as normative,
the empirical deviations from them, captured by descriptive models, leave space for
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improving the empirically observed decisions. Paradoxically, the prescriptive! value
of normative models depends on the existence of such deviations; as Raiffa (1961) put
it: “We do not have to teach people what comes naturally.”

Attempts at prescriptive improvements of decisions can lead to paternalism, and
consequently ethical and moral objections can be raised. There have indeed been many
debates about paternalism. A central issue is whether one (for instance, a decision
analyst) can ever go against the stated preferences of the people affected. Critics of
paternalism emphasize that one should never impose a choice on people against their
own will.

A new impulse for decision theory came from libertarian paternalism, often referred
to as nudge, following Thaler and Sunstein (2003). A clever way was found to improve
empirical decisions using the techniques of behavioral economics while never going
against the will of the people affected. People are nudged in the right direction of
choice, while left with full freedom of choice. This approach can be used in situations
where people have no clear preferences (incompleteness), and it has led to a variety
of applications (Jones et al. 2011; Thaler and Sunstein 2008).

In practice, situations arise where people’s preferences are explicitly stated while
at variance with normative principles. Then the central question, critical to debates on
paternalism, is whether a decision analyst can seek to improve decisions while going
against the stated preferences of a client, or whether one should respect stated prefer-
ences and forego purported improvements. Libertarian paternalism avoids addressing
this central question. We use four thought experiments to show that this question can-
not always be avoided. In each of these four experiments, a dilemma is faced, and a
paternalistic decision should be made or forgone, with no possibility of avoiding the
dilemma comprised in the central question.

The exact details of our four thought experiments are unlikely to arise in practice,
and they were not developed for this purpose. They constitute gedanken-experiments
common in philosophy, serving to maximally clarify the relevant issues. These issues
are central in many practical decisions, playing a role in all decisions that affect other
people. The four thought experiments represent real decision situations where the
dilemma in the central question cannot be avoided, and a decision has to be made, one
way or another. This leads to our main purpose: we provide a litmus test on the readers’
stance on paternalism, and a way to organize stances in the literature. Our secondary
purpose is to convince the readers that paternalism itself is sometimes appropriate,
and consumer sovereignty should not always be respected. However, this argument is
controversial and no consensus is likely to come soon.

2 Views on paternalism

Paternalistic interventions often improve people’s well-being. Taxation policies are
used to regulate addictive behaviors such as smoking. The “no drink driving” regu-
lation that helps reduce traffic accidents is another example. Yet many objections to

1 Prescriptive applications use normative models to improve decisions but reckon with descriptive limita-
tions.
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paternalistic interventions can still be raised. One such objection is based on a desire to
avoid power manipulations. Paternalistic interventions give decision analysts/policy
makers the power to influence the decisions of others, and may be misused for self-
interest rather than for the well-being of the people affected. Although this is a strong
argument against paternalism, it will not be considered in this paper for reasons of
simplicity. We focus on what we called the central question and assume that the only
purpose of a decision analyst is to optimize others’ well-being.

A second objection against paternalism takes issue with the assumption that partic-
ular decision principles can be qualified as normative. In reply, our analysis will only
assume stochastic dominance and transitivity as normative principles, whose norma-
tive status is uncontroversial, although some doubts have still been expressed (Bell
1982; Loomes and Sugden 1982; Mandler 2005). We emphasize that our discussion
needs no commitment to a normative status of expected utility or any other specific
decision theory. Our examples also pose a dilemma for people who advocate using
heuristics rather than optimization theories (Berg and Gigerenzer 2010).

A third objection extends the second one. The argument is that individual decision-
makers’ preferences reflect their true values which they know better than any outsider
can. Therefore, it is best for individual decision-makers to decide for themselves what
is best for them. This objection is sometimes supported by Hume’s famous citation
“reason is, and ought only to be the slave of the passions,” where preferences are taken
as passions that should never be overruled by paternalistic reasons (Hume 1740).%

A fourth objection is that people should always have the freedom to follow their
own preferences, irrespective of whether these preferences are optimal in some sense
or not (McQuillin and Sugden 2012, p. 556). In a similar spirit, it can be argued that
people need not get what others think to be best; instead, they should get what they
choose for themselves. In defense of this objection, some may advance an evolutionary
interpretation, claiming that the best preferences will then survive in the long run.
Others may base their arguments on direct ethical principles, assigning an intrinsic
value to freedom of choice (Sugden 2004).

For later discussion, we group these four objections, while raised from different
perspectives, under the name anti-paternalism. Other terms used in the literature for
anti-paternalistic positions are the Humean view on preference, or consumer sov-
ereignty.

Several moderate positions have been advanced. Cautious paternalism (O’ Donoghue
and Rabin 1999) and libertarian paternalism are similar, combined in soft paternalism
(McQuillin and Sugden 2012, p. 560). They advocate interventions, such as smartly
designed choice structures, education, and/or incentive schemes, which nudge people
to better choices, while keeping the ultimate decision power with individuals. In this
way, people without a stable and consistent preference will be influenced by the struc-
ture and therefore go for the choice that is most probably the best for them. On the
other hand, those who choose differently from the paternalistic suggestion are more
likely the ones who understand themselves better and opt for a genuinely different
preference.

2 Our interpretation of Hume’s citation is different, and we think that it does not preclude paternalism.
Broome (1993) and Sugden (1998, p. 48) present critical discussions.
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Asymmetric paternalism (Camerer et al. 2003) gives a special importance to rational
individuals. It purports that rational individuals, who can independently make the
best decisions, should be harmed as little as possible. Therefore, in cases where a
paternalistic decision needs to be made for a group of people, but a separation between
rational and irrational individuals is impossible, priority should be given to ensure that
no harm is done to rational individuals. Paternalistic interventions should be restrained
even if, on average, they benefit the majority of people.

Moderate positions make paternalistic interventions less controversial as they take
into account an individual’s own will. However, their applicability is limited. In many
situations, they cannot provide us with guidance, as our thought experiments will
demonstrate.

The most far-reaching form of paternalism is optimal paternalism, advocated by
Zamir (1998) and O’Donoghue and Rabin (2003). They argue against the overweight-
ing of rational individuals in asymmetric paternalism, and favor occasional coercive
paternalistic interventions. The latter can be justified in situations where the cost of
allowing irrational individuals to make errors significantly exceeds the harm brought
to rational individuals by paternalistic interventions. These authors recommend using
cost benefit analyses to find optimal policies, thus taking a purely economic perspec-
tive.

3 The decision to be taken, and two quality-of-life measurements

In the thought experiments that we now consider, you can imagine yourself to be a
decision analyst (or a doctor) who has to decide on a medical treatment for a client.
Your client’s status quo is that he suffers from impaired vision. There is only one
treatment available that may cure him and bring back perfect vision, but there is a risk
of failure, leading to complete blindness. You must choose between treatment and the
status quo (no treatment) for your client.

Unfortunately, in addition to impaired vision, your client is now unconscious, which
is only temporary, has no serious consequences, and does not affect vision or health.
This means that you cannot communicate with him now. You cannot wait until the client
regains consciousness, because the treatment works only if carried out immediately.
Hence, arguments for patient autonomy play no role here. For simplicity, we assume
that the treatment is cheap, simple, and has no side effects. We assume that medical
arguments give no clear verdict. The subjective quality-of-life perception of your client
regarding the vision levels is the deciding factor.

As explained before, we assume that your only interest is to choose what is best
for your client. You do not have to account for your decision to any outside party, but
you do account to your own conscience. Legal considerations play no role, but moral
ones do. Note that both a choice of treatment and a choice of the status quo are your
choice, and morally you are equally responsible for both.

Your decision is based on information about the quality of life evaluation of the
status quo (called status quo quality from now on) as relative to the quality of treatment
(called treatment quality from now on). To determine the former, we consider two
quality of life measurement methods commonly used in the health domain. We assume
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® versus treatment:

1-p ®

Which p is your switching value, such that for
treatments with better (higher) success ratios p
you prefer treatment, and for treatments with
worse (lower) success ratios p you prefer the
status quo ©®?

Fig. 1 Probability equivalent question

that, besides these two measurements, no other relevant information about the status
quo quality is available. In particular, you cannot make your own assessment of this
quality and must go entirely by the information from the quality of life measurements.

The first, traditional, measurement method is the probability equivalent (PE)
method, often called the standard gamble method in the health domain
(Drummond et al. 1997). In the measurement survey, participants are asked to choose
between the status quo (indicated by a symbol ©in Fig. 1) and a hypothetical treat-
ment. All treatments considered either result in complete recovery with perfect vision
(indicated by a smiley symbol © ) or the worst possible outcome of complete blind-
ness (indicated by a® symbol). The treatments differ only in their success ratio—the
probability of complete recovery (p in Fig. 1). Participants are asked the question in
Fig. 1.

The switching value p is an index of the quality of life of the status quo. We call p
the status quo quality, abbreviated sqq. The higher sqq is, the better the status quo is
judged to be by the client. Although this method is often analyzed assuming expected
utility, we do not need this assumption in what follows. We will never assume more
than transitivity and stochastic dominance.? Given the switching value sqq of the
client, we have the indifference in Figure 2.

The second measurement method is the certainty equivalent (CE) method, which
is indirect and more laborious. Each survey participant is presented with a rich set
of vision levels varying from perfect vision to blindness. The status quo is contained
in this set. Initially, some treatment with success ratio p; is chosen. Participants are
asked the question in Fig. 3.

If the switching vision level given by the client is better than the status quo, then
the success ratio is decreased, and if it is worse, then the success ratio is increased.
The choice question is repeated with the new success ratio. This process goes on

3 Our assumption of indifference at the switching value amounts to a kind of continuity, but is not essential
to our arguments and is only made to simplify the presentation. Strict preferences at either side of the
switching value suffice for our analysis. The fact that a choice must be made in each decision situation does
not reflect an extra completeness assumption, but is intrinsic to the decision situation. This is discussed
further in §5.3
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Fig. 4 Second status quo quality (probability $sqq)

until a success ratio p; is found for which the switching vision level is the status quo.
The resulting success ratio is again an index of quality of life of the status quo. We
abbreviate it as the second status quo quality, or £sqq. The higher $sqq is, the better
the status quo is judged to be by the client. We now have the indifference in Figure 4.

It is natural to expect that sqq =%sqq, which follows from the classical decision
principles of transitivity and stochastic dominance. The equality is especially natural if
the interviews were conducted carefully, with clients understanding the stakes well and
(if possible ...) being proficient in decision theory. It would also help if interviewers
could interact with the subjects and influence answers, which is useful in prescriptive
as opposed to descriptive applications (Keeney and Raiffa 1976, §5.8; Payne et al.
1999; Edwards and Elwyn 2006). However, we assume that the measurements were
conducted as is common in most descriptive and applied studies, where there is only
limited time for the measurements and explanations, where there can be no interaction
to influence answers, and where interviewers themselves are often not well-versed in
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Fig. 6 The analysis of Case 4.1S

decision theory. These limitations are unavoidable in large-scale quality-of-life mea-
surements, and obviously preclude any interactions to discover or correct violations
of decision principles. In this case, violations of the equality sqq = $sqq can result.

4 The four cases

This section presents the four thought experiments used to identify stances on pater-
nalism. Henceforth, we will call them four cases. From now on, imagine that the only
treatment available for your client has a success ratio 0.90. Because the success ratio
is an index of the quality of the treatment, we call it the treatment quality, or tq, in
analogy to sqq. The decision situation faced by you is depicted in Fig. 5.

In each of the following four cases, our question to the readers will be: given that
the tq of the treatment is 0.90, would you choose treatment or the status quo for your
client? The readers may want to make up their own mind immediately after reading
each case, and before reading the pro and con arguments put forward by others.

CASE 4.18S [statistical information]. You do not know the sqq of your client. But
you do know the sqq, based on the PE method, of 10,000 similar clients with the same
status quo vision level as your client. The mean, median, and mode sqq over these
10,000 clients are all 0.91, slightly exceeding the tq of 0.90. O

In Case 4.18S, although the sqq of your client is unknown, you probably consider
0.91 to be the best estimate of your client’s sqq, based on the information gathered
from 10,000 similar clients. You will probably choose for the status quo, which follows
naturally from the analysis in Fig. 6, which assumes only transitivity and stochastic
dominance. * We expect this to be the answer of most readers (when first reading).

4 The left indifference follows the PE measurement (Fi g.2) with sqq = 0.91. The strict preference follows
from stochastic dominance. The preference of status quo over treatment then follows from transitivity.
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CASE 4.2DS [double statistical information]. In this case, besides the sqqs of Case
4.18S, you also have information about the $sqqgs of 10,000 similar clients. The mean,
median, and mode of $sqq are, however, 0.85, which is considerably lower than the
sqq of 0.91 found before, and the tq of 0.90. O

In Case 4.2DS you face a large inconsistency in the data. At least one of the two
measurements is incorrect and cannot reflect a genuine maximization of happiness. A
natural first reaction is that the data are of poor quality, and that no decision should
be based on such poor data. You would want to obtain better information. This could
be done by interacting with 10,000 similar clients, or at least with some of them, to
reconcile the inconsistencies. You could also communicate with the client or people
close to him. However, in all of the four thought experiments, we assume that you
have to make a decision now, with no other information available, nor any possi-
bility to interact. Such situations are common in practice, especially in policy deci-
sions. Facing the incoherence in revealed preferences, our thought experiment requires
that you, as a decision analyst, devise a strategy to resolve it. Bear in mind that a
refusal to take any action is not possible. Doing nothing means choosing the status
quo.

As an sqq of 0.91 suggests a preference for the status quo, whereas an $sqq of
0.85 suggests the opposite, the two methods give contradictory suggestions. You may
reason that, if the truth is in the middle between 0.91 and 0.85 in Case 4.2DS, then
0.88 is the best estimate of the status quo quality. It is below the treatment quality tq =
0.90, suggesting that treatment is better. This answer is enhanced by the observation
that a wrong treatment decision is off by only 0.01 if the sqq of 0.91 reflects the true
preference, whereas a wrong choice of the status quo is off by 0.05 if the sqq of
0.85 reveals the truth. Hence, we expect most readers to choose treatment in Case
4.2DS.

CASE 4.3SI [statistical and individual information]. In this case, besides the sqqs
and 3sqgs of the previous cases, you also know the sqq of your client, and it is 0.91.

O

Here we expect the readers to be divided. Although the information about 10,000
clients reveals large inconsistencies, the information about the preference of the client
himself does not. His sqq exceeds the tq, suggesting a preference of the status quo
over treatment. It is natural to think that the client’s own stated preference should be
more relevant than evaluations by other similar clients, further supporting your choice
of the status quo. Yet an argument for treatment can also be supported. Although there
is no direct evidence of inconsistent preference of your client, you can expect that he
is probably like the 10,000 others, and is probably subject to the same inconsistencies.
Taking possible inconsistencies into account, you can still adhere to the treatment
decision of the previous Case 4.2DS, and also choose treatment in the present Case
4.3SL

CASE 4.41 [individual information]. In this case, you do not have the information
on similar clients. You only know the sqq of your client, which is 0.91. O

Case 4.41 seems to be even clearer than Case 4.1S. Unlike Case 4.2DS and Case
4.38I, there are no apparent inconsistencies in the data available on this case. Given
that your client’s sqq exceeds tq, we expect most readers to prefer the status quo
here.
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Table 1 The most common stances on paternalism

4.18S (statistical); 4.2DS (double 4.3SI (statistical 4.41 (individual);

sqq =0.91 statistical); and individual); sqq = 0.91
sqq = 0.91; sqq = 0.91;
$sqq = 0.85 $3qq = 0.85;
individual
sqq =0.91
1. Anti-paternalism sq tr sq sq
2. Weak sq tr tr sq
anti-paternalism 1
3. Weak tr tr sq sq
anti-paternalism 2
4. Weak paternalism tr tr tr sq
5. Strong paternalism tr tr tr tr

tr choose treatment, sqg choose the status quo
5 Using the cases as a litmus test on paternalistic views

Table 1 lists the most common stances, ordered from least to most paternalistic, with
the number of treatment (tr) choices increasing.

5.1 Invalid stances
Before discussing valid stances, we first discuss some invalid ones.

Refusal stance This stance entails the refusal to take any decision in Case 4.2DS.
Strictly speaking, this stance is not possible in our thought experiments, but we know
from experience that some readers will still want to consider it. The argument for
refusal can be that no decision can be taken on such poor information, and one really
has to get better information. Expressing doubts about decisions without committing
to anyone may be possible in philosophical debates, but is not possible in our thought
experiments, as it usually is not in practice. A purpose of our thought experiments is to
show that taking a position on reconciling inconsistencies is unavoidable, contrary to
what the refusal stance entails. People sympathetic to the refusal stance may include
practitioners reluctant to involve in gedanken-experiments, and experimenters reluc-
tant to consider hypothetical choice, even though the latter is essential in prescriptive
applications (Keeney and Raiffa 1976, §1.4.3). We will not consider the refusal stance
any further.

The ostrich stance [row 1 or 2] A widespread misunderstanding is to think that if
your data do not show any violation of a model, then you may use that model for data
analysis, even though other studies designed to test the model did find violations.’

5 See Birnbaum (1992, p. 21, 2nd column, 2nd para), Cohen and Einav (2007, pp. 746—747), and Diamond
(2008, p. 1860, Ist para). A related problem is that many medical applications use PE measurements as the
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The data of Cases 4.1S and 4.41 do not show a violation of expected utility and,
hence, according to the ostrich stance, one may use expected utility to analyze these
cases. Then the status quo is chosen, as easily follows from transitivity and stochastic
dominance (conditions verified by expected utility). Thus, weak anti-paternalism in
row 2 may result, or, more likely, anti-paternalism in row 1.

Many applications of expected utility and, for instance, many analyses of PE and
CE measurements, are based on this misunderstanding. We disagree with the ostrich
stance. In the Cases 4.1S and 4.41, no violations of expected utility showed up only
because the data did not test for them. Assuming the absence of violations is like
a doctor who declares a disease non-existent simply because he did not test for it.
Inconsistencies are not the real problem, but they are a symptom of the real problem.
The real problem concerns the biases in people’s preferences. They will be present in
Cases 4.18S and 4.4I as much as in the other two cases. Evidence for general violations
of expected utility is reviewed by Camerer (1995) and Starmer (2000). Violations for
the types of questions considered in our thought experiments are referenced later.

Non-statistical stance [row I or 3] Many people erroneously think that statistical
information is not relevant to individual cases. Therefore, the data of the 10,000 similar
subjects supposedly should play no role in the treatment decision of your client. This
stance will lead to a choice of the status quo in Cases 4.3SI and 4.41, only paying
uncritical attention to the information coming from one individual client there. This
stance can lead to anti-paternalism in row 1 or weak anti-paternalism in row 3. The
non-statistical stance is surprisingly widespread (Steiner 1999). In the health domain,
it is often based on the Hippocratic Oath that doctors take, swearing to do what is best
for their patient (Fuchs 1974). Many doctors erroneously take this to imply that they
can ignore not only the interests of patients other than their own, but also relevant
information from patients other than their own. In an historical study, Murphy (1981)
discusses the non-statistical stance in medicine in France in the 19th century. This
stance also underlies the distinction often made between statistical lives and identified
lives. Society commonly weighs identified lives higher than statistical lives (Schelling
1968), leading, for instance, to overspending on the treatment of rare diseases.

Some extreme advocates of the frequentist interpretation of probability, and critics
of the concept of subjective probability, are also open to the non-statistical stance
(Gigerenzer 1991, pp. 260-261, examples 1 and 2; Lopes 1981; Shackle 1949,
p- 71). Such views also appear in discussions of the Monty Hall problem. For instance,
Baumann (2005) wrote, supporting the non-statistical stance: “If the best argument
so far for switching in an isolated individual case (not in a series of cases) fails, then
one might wonder whether probabilistic arguments say anything at all about isolated
individual cases.”

Incoherence stance [row 1] Berg and Gigerenzer (2010, p. 148) argue that there is no
irrationality in inconsistent preferences, writing “No studies we are aware of show that

Footnote 5 continued
gold standard, based only on the normative expected utility foundation, without concern about the many
descriptive biases that have been documented (Drummond et al. 1997; Torrance and Feeney 1989, p. 560).
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deviators from rational choice earn less money, live shorter lives, or are less happy.”
They argue for ecological rationality, with decision heuristics adapted to environ-
ments. Their ecological argument is not useful for the dilemma presented here and,
in general, is tangential to the problems of inconsistency. Our gedanken-experiment
requires a position to be taken regarding the inconsistency, and environments and
ecologies provide no escape from the dilemma. Other arguments in favor of outcome-
oriented (“correspondence”) policies, with no direct concern for internal coherence,
have been advanced (Friedman 1953; Hammond 2006; Smith 2008). These authors
do not reject the usefulness of resolving inconsistencies explicitly as do Berg and
Gigerenzer (2010).

5.2 Valid stances

This and the next subsection first present our viewpoint on the four cases. Then we
survey several other stances in the literature, using the four cases to discriminate
between them. Hence these two subsections are more detailed than the rest of this

paper.

Strong paternalism [row 5; our stance] To position our upcoming discussion of var-
ious valid stances, we start with our own. We recommend treatment in all cases. In
Case 4.2DS, we expect that virtually all readers will choose treatment. The infor-
mation, poor as it is, directs to this decision, as discussed before. In Case 4.35I, the
individual information added suggests that the client is like the 10,000 others, mak-
ing it likely that he is subject to the same inconsistencies as the others. Hence, we
recommend treatment here as we do in Case 4.2DS.

In Cases 4.1S and 4.4, our data contain no inconsistencies. Yet, following up on
our criticism of the ostrich stance, many studies have demonstrated that discrepancies
as found in the other two cases do occur. General discrepancies of such a fundamental
nature, called preference reversals, were first demonstrated by Lichtenstein and Slovic
(1971), and have been extensively confirmed since (reviewed by Slovic 1995). Com-
parisons of PE and CE measurements invariably found higher PE values, as in our
example.® Such discrepancies show that at least one of the measurements concerned
contains biases, and the million dollar question then is what these biases are and how
to correct for them.

Behavioral economics can serve to provide diagnostic tools to identify the biases
underlying the above discrepancy. Bleichrodt (2002) showed that most biases occur
for the PE measurement, which generates serious biases upward.” This further sup-
ports our recommendation of deviating from the status quo decision suggested by
the sqq = 0.91 observation, and of choosing treatment instead. Hence we also rec-

6 See for instance Baron (1994, §17.1.4), Bleichrodt et al. (2001, p. 1505), Bleichrodt et al. (2007), Delquié
(1993), Hershey and Schoemaker (1985), Johnson and Schkade (1989), Morrison (2000), Seidl and Traub
(1999), Slovic et al. (1990, study 5), Stiggelbout et al. (1994, p. 87).

7 Other studies confirming the poor performance of PE measurements include Chilton and Spencer (2001),
Doctor et al. (2010), Dolan (2000, p. 1745), Hershey and Baron (1987, p. 208), Jansen et al. (1998), Officer
and Halter (1968, p. 260), Revicki and Kaplan (1993), Richardson (1994), Stalmeier (2002), Stiggelbout
and de Haes (2001, p. 224), and Torrance (1987).
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ommend treatment in Cases 4.1S and 4.41, even though they do not directly reveal
inconsistencies.

We expect that most readers did not know about the literature just cited when they
started reading this paper, and hence favored the status quo in Cases 4.1S and 4.41.
We hope that now, after learning about this literature, they side with us and favor
treatment in all cases. We similarly hope that readers who knew about this literature
beforehand, favored treatment in all cases from the beginning. At any rate, from now
on, we assume the cited literature on biases to be known in the discussions that follow.

Weak paternalism [row 4] This stance may be taken by readers who find an argu-
ment based only on related literature too weak to overrule the stated preference of the
affected client. Then the status quo may be chosen in Case 4.41. On the other hand,
paternalism is still considered necessary when no preference of the affected individ-
ual is clearly stated (Case 4.1S) or when there is clear evidence of inconsistencies in
similar cases (Cases 4.2DS and 4.3SI).

Individual autonomy [rows 1 or 3] Other readers will take the dividing line
between cases where the individual preference is clearly stated (Cases 4.3SI
and 4.41) and those where it is not (Cases 4.1S and 4.2DS). They will not
want to overrule the preference of an individual client based on inconsistencies
among other clients (Molenaar et al. 2004, p. 2129). It leads to the same deci-
sions as the non-statistical stance but for more valid ethical reasons. Redelmeier
and Tversky (1990, p. 1162) argued for the opposite: “Physicians and pol-
icy makers may wish to examine problems from both perspectives to ensure
that treatment decisions are appropriate whether applied to one or to many
patients.”

Asymmetric paternalism [rows 1 or 3] Going against the stated preference of the
client means harming him if he is fully rational (in the sense of satisfying the clas-
sical normative decision-theory principles). Asymmetric paternalism wants to avoid
harming rational clients, and recommends against treatment in Cases 4.3SI and 4.41.
We acknowledge the harm of choosing treatment for a rational client in the two cases,
but think that it is far more likely that the client violates classical decision principles
and, in this sense, is irrational. Asymmetric paternalism leads to the same conclusions
as the individual autonomy stance whenever the level of rationality of our clients is
unknown.

Strict sampling [row 2] This stance concerns readers who find arguments based on the
literature too weak. They are willing to overrule preferences that themselves contain
inconsistencies as in Case 4.2DS, and they are even willing to do so based on similar
observations as in Case 4.3SI. However, they find the inconsistencies in the literature,
based on more remote samples and stimuli, too unconvincing.

Libertarian paternalism This stance may suggest, if possible, using only the CE mea-
surements yielding $sqqgs, and avoiding the PE measurements yielding sqgs, in the
above cases. However, such an escape from the dilemma is not possible for us, with
PE measurements already available. Libertarian paternalism seeks to avoid dilemmas
and offers no guidance for cases as those considered here.
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Cautious and soft paternalism These terms combine various positions that avoid coer-
cion, and best correspond with the middle rows.

Anti-paternalism [row 1] Row 1 combines the two versions of weak anti-paternalism.
This stance holds that preferences are only over-ruled if they are inconsistent within
themselves, so that overruling one way or the other in Case 4.2DS cannot be avoided
anyhow. It also implies that one then never relies on indirect suggestions of inconsis-
tencies, and hence favors the status quo in the other three cases. In this spirit, Molenaar
et al. (2004, p. 2129) wrote: “The use of a decision aid did not influence the kind of
treatment selected. This is a desirable outcome as the aim of the decision aid is to assist
patients in the decision-making process, and not to prescribe a course of action.” Bern-
heim and Rangel (2009) introduced a revealed preference model where preference, in
general, can depend on the context (“ancillaries”), and on no information other than
directly revealed choices. This model accepts preferences as non-suspect only in the
special case where they are not context-dependent; i.e., they are not part of an incon-
sistency. This model will formally recommend the status quo in Cases 4.1S and 4.41,
and probably also in Case 4.3SI if it does not consider outside information, leading to
strong anti-paternalism.

Stances that avoid the responsibility of choosing treatment, for instance, in Cases
4.1S and 4.4, could be considered to be forms of paternalism. Similarly, strict adher-
ence to consumer sovereignty can be interpreted as paternalism. Own assessments of
non-commitment are then given priority over assessments of the client’s best interests.
We will, however, adhere to the most common interpretations, where these stances are
taken as what they aim to be: non-paternalistic.

5.3 Some related views on the (non-) existence of preference in the literature

We start with views that lead to strong paternalism. Throughout the history of deci-
sion theory, empirical studies have found inconsistencies in preferences that signal
that biases are effective, and have argued for the desirability to debias (Edwards
1962; Loewenstein and Ubel 2008, §6.1.2). One of the most notorious cases concerns
the discrepancy between willingness to pay and willingness to accept (Schmidt and
Traub 2009). Many decision analysts recommended measuring utilities and other rel-
evant quantities in several manners, and resolving inconsistencies using cross checks
(Keeney and Raiffa 1976, §5.8.3; Kriegler et al. 2009, p. 5046; McCord and Neufville
1985; Weinstein et al. 1996, p. 1257).8

In one form of debiasing, one develops measurement tools that avoid biases.” Such
debiasing would, like libertarian paternalism, suggest using CE measurements rather
than the more biased PE measurements, if possible. In our cases, such avoidance is
not possible since the biased PE measurements have already been implemented. A

8 A remarkable study is Elstein et al. (1986), who found a case where more than half of the physicians’
judgments deviated from the recommendation of a decision analysis.

9 The numerous references include Baron et al. (2001), Huberetal. (2001), Lefebvre etal. (2011), McFadden
(2006), Tversky and Kahneman (1981). Loewenstein and Ubel (2008, pp. 1806—1807) discuss the health
domain.
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second form of debiasing is still possible in our cases, because it is carried out ex post:
If we have estimates of the biases, we can correct the measurements already obtained
(Anderson and Hobbs 2002; Bleichrodt et al. 2001; Kahneman 2003, p. 1468; Viscusi
1995 last paragraph).

Avoiding and correcting biases is, of course, common in all empirical sciences.
It becomes delicate in decision theory if biases are interpreted as human irrational-
ities. In this case, no clear objectively correct gold standard is available (Tversky
and Kahneman 1981, p. 437, 3rd column), and ethical complications may arise. We
expect that authors working on debiasing are close to our paternalistic stance in row 5.
Many authors have argued, as we do, that behavioral economics gives tools to improve
human decisions (Diamond 2008; Kahneman 2003; McFadden 1999; Oliver 2013),
which also suggests that they oppose to anti-paternalism.

The constructive view of preference (Payne et al. 1999) entails that preferences
obtained in measurements are constructed on the spot by participants, just so as to
answer unfamiliar questions. These constructed preferences have little or even no
relation to the underlying true preferences. Some constructivists will conclude that
we should dig deeper to find true preferences (McFadden 1999; Slovic 1995; Tversky
1996). In our four cases, where we cannot dig deeper, we would have to accept that there
are biases, and correct for them to our best ability, leading to our recommendations of
treatment.

We now turn to a number of views of preference that lead to anti-paternalism. We
start with constructivists who go in a direction opposite to the one considered above.
They argue that true underlying preferences are a meaningless and non-existing con-
cept (Giith 1995, p. 342; Starmer 1996; discussed by Camerer 1995, p. 673). As
a result, they will probably not search for the implementation of true preferences,
but prefer to minimize intervention in any form, leading to the anti-paternalistic
stance.

Closely related to the second constructivist stance just discussed is the view that
people may not be able to have any preference at all in some situations, lead-
ing to incompleteness of preference.' This may, for instance, happen if differ-
ent values are considered to be incommensurable. Incompleteness has often been
defended in descriptive applications. In the prescriptive context considered here,
this position is invalid, amounting to the refusal stance. Valid prescriptive varia-
tions of this stance will probably lead to recommendations that coincide with anti-
paternalism.

For some authors, the volatility of observed preferences has led to a position
between the existence and non-existence of preference: they consider preferences
to be fundamentally random (Hey 2005; Regenwetter et al. 2011; Wilcox 2008). We
take their position as merely descriptive, but expect advocates of random preference
not to seek for true preferences and, hence, to be sympathetic to anti-paternalism
in our cases. Random preferences are untenable in prescriptive applications:

10 See Baucells and Shapley (2008), Bewley (1986), Danan (2008), Dubra et al. (2004), Gilboa et al. (2008,
pp. 179-180), Mandler (2005), and Nau (2006).

@ Springer



A litmus test of the readers’ stance on paternalism 311

No-one would want a doctor, judge, or waiter in a restaurant to decide by a coin
toss.!!

Loewenstein and Ubel (2008) argue that many discussions of paternalistic inter-
ventions require speculations about genuine welfare. Examples are the speculations
that people save too little for retirement, overeat, or lack discipline to quit smoking.
The authors point out that such speculations, whether based on decision utility or
experienced utility, are always problematic. In our gedanken-experiments, the choice
inconsistency problem arises independently of any such speculation. Our recommen-
dation of treatment in all four cases is based on the following two arguments. First, an
underestimation of 0.90 relative to 0.91 is less serious than an overestimation of 0.90
relative to 0.86. Second, extensive literature suggests great overestimations of proba-
bilities in PE questions. Neither of these two arguments entails direct speculations on
genuine welfare.

There have been many other relevant debates in the literature on choice inconsis-
tencies and ways to reconcile and improve them. A complete review of this litera-
ture is beyond the scope of this paper. We only briefly mention debates in intertem-
poral choice, where present and future selves can disagree, leading to intertem-
poral inconsistencies and self-control problems (Strotz 1956). Some have argued
that even for addictions, no outsiders should intervene (“rational addiction”; Becker
and Murphy 1988), which entails an anti-paternalistic stance. Others have favored
interventions of benevolent social planners (Gruber and Koszegi 2001; Heil et al.
2003).

6 Conclusion

To discuss the central question concerning paternalism that plays a role in many
practical situations, we used a hypothetical gedanken-experiment to maximally clarify
the relevant issues (mainly our Case 4.4I). The gedanken-experiment provides a litmus
test for the readers’ stance on paternalism. Providing this test was the primary purpose
of this paper. It shows that one cannot avoid taking a position (disproving many claims
to the contrary in the literature). Our thought experiments involved only minimal
rationality conditions, being transitivity and stochastic dominance. Thus, we separated
debates about paternalism from debates about rationality of expected utility or other
theories.

We further argued for deviating from what at first sight seems to be the true
and consistent preference of a client in some situations (but on closer inspection
need not be, as we argued). Although it is easy to cast doubt on our stance, as
sometimes it can lead to wrong decisions, it is not easy to suggest better stances.
Every other stance can also lead to wrong decisions, especially if ignoring a large
literature on well-documented biases, or when serving only to avoid responsibil-
ity. The latter is impossible in our gedanken-experiment as it often is impossi-
ble in practice. For example, medical treatment decisions have to be taken one
way or the other, and money spent on one treatment cannot be spent on another.

11 Randomization in game theory only serves to be unpredictable by opponents.
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Our analysis draws on the vast literature on biases in behavioral economics, and
further clarifies how behavioral economics can be of use in prescriptive decision-
making.
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